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Agenda

1. Machine Learning Overview
• Supervised Learning
• Unsupervised Learning
• Additional data science techniques

2. Use Cases
• Utilization & Cost
• Structuring Employee Health Plans

3. Key Policy Implications
• Fairness, Accountability, Transparency, and Bias in ML
• Regulation & Legislation



© 2019 KENSCI CONFIDENTIAL© 2019 KENSCI CONFIDENTIAL

Supervised Machine Learning



© 2019 KENSCI CONFIDENTIAL© 2019 KENSCI CONFIDENTIAL

Machine Learning Lifecycle
• Define the problem

• Labeled or non-labeled data?
• Continuous or discrete?

• Preprocess Data
• Transformation
• Filter

• Build Model
• Labeled -> Classification/Regression 
• Non-labeled -> Clustering

• Evaluate Model
• Does the model predict accurately?
• Does the model fit the data?
• Does the model adapt to different conditions?



© 2019 KENSCI CONFIDENTIAL© 2019 KENSCI CONFIDENTIAL

Problem Definition

Yes No

Do you see the end result you aim to predict?

Supervised 
Learning

Unsupervised 
Learning

Is the end result continuous or discrete?

Classification Regression

Discrete Continuous

Clustering
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Data Preprocessing

• Remove what does not matter
• Find what is useful for prediction

Data Consumption

Enrollment 
History

Utilization Medications

Data Filtering

Ex. Exclude those patients who did 
not have active insurance coverage 
during the calendar years 2018 and 
2019

Feature Engineering

Count of Rx 
Classes

Days Since 
Last ED 

Visit Age Group Family Size
1 36 3 3
4 372 7 2Ex. Enrollment 

History

Ex. Utilization

High

Low

Ex: Patients with >N urgent care 
visits in last 6 months

Data Readiness for Model
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Training Set

Testing Set
Raw Data Test Model

(Testing)

Learning Boundary to 
distinguish the types.

Classification [Labeled Discrete Output]

Patient has diabetes
Patient does not have diabetes
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Evaluation of Classification Models 
Does the model predict accurately?

Example: Correctly Flagging Members with Diabetes 

Given the disease…
Sensitivity/Recall is the proportion of members with diabetes who test positive for 
diabetes.

Specificity is the proportion of members without diabetes who test negative for 
diabetes.

Given the prediction…
Precision is the proportion of members who test positive and actually have diabetes.

True Positives
(TP)

True Negatives 
(TN)

False Negatives
(FN)

False Positives
(FP)
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Evaluation of Classification Models 
Does the model fit the data?

Area Under the Curve (AUC) measures how well the model fits the data.
Se
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1 - Specificity
0.2 0.4 0.6 0.8 1.0

0.2

0.4

0.6

0.8

1.0 AUC > 0.9 Excellent
AUC > 0.8 Good 
AUC > 0.7 Fair 
AUC > 0.6 Poor 
AUC = 0.5 Worthless 
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Regression [Labeled Continuous Output]
Ex: Monthly medical expenditures

Prediction 1

X (Time)

Y 
(P

M
PM

)

Prediction 2

Objective: Fit a line that minimizes 
the distance between the line and 
the observation points.

Keep it simple!! (Occam’s Razor)
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Evaluation of Regression Models
Does the model predict accurately?

• MAE (Mean Absolute Error):
𝟏
𝒏
#|𝒆|

• MSE (Mean Squared Error):
𝟏
𝒏
#𝒆𝟐

• RMSE (Root Mean Squared Error)

𝑴𝑺𝑬

error (e)
Observed Data Point

X (Time)

Y 
(P

M
PM

)
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Unsupervised Machine Learning



© 2019 KENSCI CONFIDENTIAL© 2019 KENSCI CONFIDENTIAL

Goal: Find groupings of instances  - e.g., patients, claims, events  - that are similar to one another; 
easily spot anomalies

SV1

SV
2

Raw Data

Clustering [Unlabeled Outputs]

Discover ClustersLabel Clusters & Identify Outliers

High Cost Pneumonia

Low Cost CHF

High Cost CHF

Outlier
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Use Cases
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Utilization & Cost Use Cases
Enhance administrative operations alongside member engagement & population health activities.

Reduce 
cost of care

Improve 
care team effectiveness

Enhance 
administrative operations

ED Utilization & High 
Utilizers
Predict members that are likely to use the 
ED for care more than N times in the next 
12 months

Unplanned Acute 
Utilization
Predict members that are likely to be 
admitted to the hospital for non-elective 
reasons

Population Cost 
Stratification
Identify emerging high cost/receding high 
cost members and associated drivers of 
utilization

Predictive Care Planning
Predict “time to” events that mark 
transitions in treatment 

Transitions of Care
Predict LOS, Discharge Disposition, 
Readmission Risk, & Rehab Needs

Med Adherence
Predict member adherence to key 
medication classes

Member Benefit 
Maximization
Identify variance in network utilization suggest 
appropriate level/acuity of care for specific 
procedures

HCC Optimization
Flag members for uncoded or 
undercoded chronic condition categories

Waste & Abuse
Identify anomalies in billing and coding
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Predicting rising risk is challenging.
Findings Summary

374
High Utilizers

<=3 visits

6,447
Low Utilizers

1-2 visits

58,598
Non-utilizers

0 visits

480
High Utilizers
<=3 visits

6,861
Low Utilizers
1-2 visits

58,078
Non-utilizers 
0 visits

2017 
ACTUALS

62135 152

1,331
266

5,395

2018 
ACTUALS
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Predicting rising risk is challenging.
Findings Summary

374
High Utilizers

>=3 visits

6,447
Low Utilizers

1-2 visits

58,598
Non-utilizers

0 visits

480
High Utilizers
>=3 visits

6,861
Low Utilizers
1-2 visits

58,078
Non-utilizers 
0 visits

62135 152

1,331

266

5,395

62 139

826

83

132

1095

2017 
ACTUALS

2018 
ACTUALS
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Cohort View

MemberID
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Per-Beneficiary View

MemberID
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Policy Implications
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“Health AI research has demonstrated some 
impressive results, but its clinical value has not yet 
been realised, hindered partly by a lack of a clear 
understanding of how to quantify benefit or 
ensure patient safety, and increasing concerns 
about the ethical and medico-legal impact.”

Challen R, Denny J, Pitt M, et al
Artificial intelligence, bias and clinical safety
BMJ Quality & Safety 2019;28:231-237.

https://qualitysafety.bmj.com/content/28/3/231
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FAT ML: a Grassroots Movement

• FAT ML
• Fairness
• Accountability
• Transparency

• Why?
• Compliance

• GDPR
• Right to Explanation

• Impact/Consequences of Results

[Caruana 2015, Caruana 2017]

Risk Prediction with Blackbox Models

Yes

Yes

No

No
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Federal Legislation

• FDA’s Pre-Cert Program
• Provisions in the 21st Century Cures Act (Dec 2016) de-classified certain types of medical software 

as medical devices (SaMD) – this includes clinical decision support systems
• The FDA has been moving towards a more holistic approach to regulating fast-changing software 

like machine learning models: certify the company and its processes regarding safety and quality
vs. incremental product releases

• Nine companies began to pilot the Pre-Certify activities in 2017; as of May 22, 2019, new 
companies can apply to test

• AIgorithmic Accountability Act
• Draft legislation that monitors:

• “automated decision system" such as ML models and output, even if they only inform human decisions 
and are not autonomous

• "information system" (storage)
• Strong guiding framework for regular reviews of bias, availability of data to affected consumers, 

retention policies, and risk of unintentional exposure.

https://www.fda.gov/medical-devices/digital-health/digital-health-software-precertification-pre-cert-program
https://www.wyden.senate.gov/imo/media/doc/Algorithmic%20Accountability%20Act%20of%202019%20Bill%20Text.pdf?utm_campaign=the_algorithm.unpaid.engagement&utm_source=hs_email&utm_medium=email&utm_content=71709273&_hsenc=p2ANqtz-_sDtnONMvQuaIBs_kqfxdEe-vaHaJe0LC879aYtwf3O7qcmXZPm5ElmHNoDt7ZB7kH1xPE1c1NAIQwXNWmWIjuMIVDFQ&_hsmi=71709273
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Thank you.
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Appendix: Alternate Use Cases
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Appendix: Reference Slides
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Cross-Validation:
Does the model adapt to different conditions?

• Increase robustness to unseen data.
• Remove bias from observed data.

Training Set

Validation Set

Accuracy = Mean (Accuracy round 1, Accuracy round 2, …. Accuracy round 10) 

Round 1 Round 2 Round 3 Round 4 Round 10
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Supervised Machine Learning

Features

Model 
Parameters

Data

Prediction

Metrics

Model



© 2019 KENSCI CONFIDENTIAL© 2019 KENSCI CONFIDENTIAL

Truncated Slides (if presenting <1 hr)
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Classification [Labeled Discrete Output]

Evaluation: Does the model predict accurately?Evaluation: Does the model fit the data?
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Regression [Labeled Continuous Output]
Ex: Monthly medical expenditures

Prediction 1

X (Time)

Y 
(P

M
PM

)

Prediction 2

Objective: Fit a line that minimizes 
the distance between the line and 
the observation points.

Keep it simple!! (Occam’s Razor)

Does the model predict accurately?
• MAE (Mean Absolute Error):

𝟏
𝒏
# |𝒆|

• MSE (Mean Squared Error):
𝟏
𝒏
# 𝒆𝟐

• RMSE (Root Mean Squared Error)
𝑴𝑺𝑬


